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Background: Knowledge Adaptation

Released LMMs can't keep pace with evolving knowledge.

LMM



Background: Knowledge Retention

Injecting new knowledge leads to catastrophic forgetting, 
causing model to forget its previous abilities and knowledge



Teaser: Accurate Adaptation and Powerful Retention



KORE: KnOwledge-oRientEd Augmentations and Constraints

KORE-Augmentation automatically converts each piece of knowledge into 
profound and structured knowledge.

KORE-Constraint minimizes interference with previous knowledge by initializing 
ana dapter with null space that stores covariance matrix of previous knowledge.



KORE-Augmentation

Step 1: 
Constructing Multi-rounds of 
Dialogue.

Step 2: 
Collecting Recognition and 
Caption Images.

Step 3: 
Constructing Visual Recognition 
QA.

Step 4: 
Constructing Image Caption 
QA.

Step 5: 
Constructing VQA.



KORE-Constraint

Capture knowledge into covariance matrix and decompose it

Covariance matrix

Decompose covariance matrix



KORE-Constraint

Findings 1: Multimodal knowledge can be effectively captured and stored in 
covariance matrix.
Findings 2: Distinct tasks exhibit different outlier distributions in the covariance 
matrix.



KORE-Constraint

Define the fine-tuning direction that minimizes interference with previous 
knowledge Satisfy null space

Approximate null space

Define fine-tuning direction



Main results

Obs 1: KORE enables accurate adaptation for effectively injecting new knowledge.
Obs 2: KORE enables powerful retention for effectively preserving old knowledge.
Obs 3: KORE achieves remarkable holistic performance by harmonizing the dual objectives of 
knowledge injection.



Knowledge adaptation and retention's Detailed Results

Obs 4: KORE demonstrates superior performance across a wide spectrum of 
fine-grained knowledge.



Knowledge adaptation and retention's Detailed Results

Obs 5: KORE achieves competitive knowledge retention.



Knowledge adaptation and retention's Detailed Results

Obs 6: Specific constraints enhance knowledge retention and overall 
performance.



Various LMM scales and architectures

Obs 7: KORE shows enhanced superiority on a larger-scale LMM.

Obs 8: KORE’s effectiveness is not architecture-specific.



Ablation experiments

Obs 9: Larger rank enhance KORE's performance.



Ablation experiments

Obs 10: Ablation studies reveals the effectiveness of KORE's design.



Comparison with general augmentation methods

Display

Results

Obs 11: KORE-Augmentation is superior to general augmentation methods.



Loss curves



Case study
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