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Background: Knowledge Adaptation

Released LMMs can't keep pace with evolving knowledge.
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Background: Knowledge Retention

Injecting new knowledge leads to catastrophic forgetting,
causing model to forget its previous abilities and knowledge
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Teaser: Accurate Adaptation and Powerful Retention

Knowledge Adaptation

Knowledge: During a campaign rally
in Bu'rler Pennsylvania on Jul

2024, unman attempte 1'o
assassma‘re %ormer President Donald

Trump ... ... Thomas Matthew Crooks,

but the incident resulted in one
attendee's death ... ...

Knowledge @
InJec*hon =
/s

Who tried to assassinate
the person in the image
at a campaign rally in
Butler, Pennsylvania?
Answer with a single
word or phrase.

Current Methods Catastrophic Forgetting
Full-FT: Paris >4

Poor Generalization

Full-FT: A man was ar‘r‘estedl

after attempting
assassinate ... ...
(Overfitting)

EWC:  Omar Abdel-Rahman 9¢ I EwWC:

(Irrelevant Answer)

KORE - Augmentation
% Multi-rounds of Dialogue
ag=

Precision Adaptation
* :Thomas Matthew Cr‘oost/ Q/
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Knowledge Retention

Where is the capital of the country
in the image?

A: Washington
B: New York City
C: Philadelphia
D: Los Angeles

Answer with the option's letter from
the given choices directly.

(Factual Forgetting)

Washington x
(Instruction Forgetting)

KORE-Constraint

010
[ou 1 Covariance Matrix

ﬁj Null Space Constrain

S~y

Powerful Retention

M-DIS

Knowledge-Oriented Control,
Precision Adaptation and
Powerful Retention!

W35 -33%0A3

_ Knowledge Retention

@ Full-FT [ SEFE

_ Knowledge Adaptation | | Avg

'LoRA [ Ewc [ KORE




KORE: KnOwledge-oRientEd Augmentations and Constraints

KORE - Augmentation automatically converts each piece of knowledge into
profound and structured knowledge.

ﬁ KORE - Augmentation

[ Multi-rounds of Dialogue | [

| Original Knowledge | Instruction Tasks |

Knowledge:

During a campaign rally in
Butler, Pennsylvania on
July 13, 2024, a gunman
attempted fo assassinate
former President Donald
Trump, firing shots that
grazed Trump's ear.
Secret Service agents
swiftly neutralized the
shooter, Thomas
Matthew Crooks, but the
incident resulted in one
attendee's death and two
severe injuries....

Automated

- —Round-1 of Dialogue - -

H.Q: Please explain politics
news that is shown in image.
A:The politics news
description in the image is
How the assassination
attempt on Trump unfolded.

- - Round-2 of Dialogue - -

Q:Who was identified as
the gunman in the attack on
Donald Trump?

. A: Thomas Matthew Crooks.

image.

- - -Visual Recognition- - -
Q: Is the image depicting
the assassination of Trump?

-

4
A: Yes.
- - - -Image Caption- - - -
Q: Please provide a caption
for the politics news in the

A: <Knowledge's Summary>

Q: Who attempted to
assassinate the person in
image?

KORE-74K

L]
¢ Coherent dialogues

Original LMM

- —Round-11 of Dialogue- - A:Thomas Matthew Crooks

Original Image

KORE-Constraint minimizes interference with previous knowledge by initializing
ana dapter with null space that stores covariance matrix of previous knowledge.
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KORE - Augmentation

@FE Automated Pipeline of Knowledge-Oriented Augmentation

T
}i_}bi Step 1: Construct Multi-rounds of Dialogue | }Z_}ai Step 2: Collect Recogmhon and Caption Images | }‘_zj Step 3: Construct Visual Recognition QA

Original Knowled: e Dialogue Data : > W Q02 ' = [==]
= D b @ ©-M+¥ @ [§ L2 Q+0

R 000
gu GPT 4o Rules € | (A j Entity Namﬁ“‘”c" Key WordsD nload Similarity Original Image _Filter Generation

» Final Image ‘Templafes ————> Question Answer=<Yes>

}Y_}"i Step 4: Construct Image Caption QA : Step 5: Construct VQA ol

Original Knowledge = E b o, ! |o”9m°' Knowledge Q.A x ‘
=/ g8 2 % Subject, | Sublect + Hypernym
E | ;
GPT 40 == Generation GPT 4o Rules

R I
22 __TUES, Summary Templates ————>b Question Answer= <Summary>l Hypernym ) gearch Key Words Download Query Image

ﬂ] Knowledge-Oriented Augmentation

Multi-rounds of Dialogue: Display complete knowledge Instruction Tasks: Strengthen knowledge review

--------- Round-1 of dialogue - ------- Type: politics ”~ o g

H.Q: Please explain politics news that is shown in image. J Key Words e Similarity

A:The politics news description in the image is How the Title: How the assassination Search @ Download

assassination attempt on Trump unfolded. attempton Trump unfolded |  |m=-cc e c e e e e e e e e -

Part1: Visual Recognition
--------- Round-2 of dialogue - ------- Knowledge: During a campaign Q: Is the image depicting the assassination of Trump? :
Q:Who was identified as the gunman in the attack on GPT-40|rally in Butler, Pennsylvania on A: Yes. 4
Id Trump? Ty 13 2024 a4 aunmanl | T AR —————— -~ T~

,D‘?r-l‘?hom:: r;\/\’zxﬁhew Crooks July 13, 2024, pd gtinman Summary: At 2024 Butler rally, a gunman attempted
: - attempted to assassinate former “S to assassinate Trump, injuring three others; Biden

_________ Round-3 of dialogue - - - -~ - - - President Donald Trump, firing ‘:‘ ~|Knowledge Summarize condemned the act and contacted Trump.

Q: When and where did the attempted assassination of shots that grazed Trump's

former President Donald Trump occur?
A:.... occurred on July 13, 2024, in Butler, Pennsylvania.

Part2: Image Caption
Q: Please provude a description for the politics news
in the image. ~A: <summal

@ S &%  Subject
Subject, J Hypernym
Knowledge Generation | Hypernym 'Search S

+ Coherent dialogues

--------- Round-11 of dialogue: - ------
Q:What is being investigated as a result of the attack

on Donald Trump? Part3: VQA
A: The security breach is being investigated as a result Q: Who attempted to assassinate the person in the image during
of the attack on Donald Trump. Original Image a campaign rally in July 2024? A: Thomas Matthew Crooks

Figure 13: Overview of construction pipeline for KORE-74K. The entire data construction process

is automated, with only the question templates being manually crafted.

Step 1:
Constructing Multi-rounds of
Dialogue.

Step 2:
Collecting Recognition and
Caption Images.

Step 3:
Constructing Visual Recognition

QA.

Step 4:
Constructing Image Caption

QA.

Step 5:
Constructing VQA.



KORE-Constraint

Capture knowledge into covariance matrix and decompose it

Covariance matrix

4 )
C |din C = XXT ¢ Rdinxdin
\. J
Unuu @SVD U zull
o f-...r N Decompose covariance matrix
Uy U SVD (X(X)T) =Y ouu’
U )X v’ i=1
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KORE-Constraint

layers.0.mlp.down_proj layers.0.self_attn.o_proj

layers.0.self _attn.v_proj
0 m— =S
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Findings 1: Multimodal knowledge can be effectively captured and stored in
covariance matrix.
Findings 2: Distinct tasks exhibit different outlier distributions in the covariance

matrix.
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KORE-Constraint

Define the fine-tuning direction that minimizes interference with previous

knowledge Satisfy null space
U Urfl'u” Ahppr'oxirna're null space .
@svo U cR@*" P=UU

D [ J D Define fine-tuning direction
SVD (W P) = {U*, A*, (U*)"}

U* z-* U*T
B=U*"V2*, A=Vxv*
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Main results

EVOKE
Method #Params | COMT OCRT M-DIST INST M-IDUT MATT HALT | Avg T
' CEMT FIT | |

LLaVA-v1.5 (7B) — | = — 6561 4559 4922 6633 2637 1933 5432  —

Full-FT 6,759M | 18.02 1517 | 4355 2155 4567  25.25 13.03 1832 16.09 | 23.23
LoRA 340M 1523 1831 | 4896  27.01 4379  29.66 13.70 18.02 4138 | 24.28
Replay 340M 11.36 1798 | 59.72  37.98 48.64 6233 1931 19.17  51.67 | 28.68
EWC 340M 1549 1942 | 4942  32.88 4546  29.79 13.36 18.00  43.50 | 25.33
LwF 340M 1458  19.99 | 53.14  28.77 4341  36.19 13.68 1822  44.18 | 25.61
MoELoRA 340M 6.45 1220 | 60.79  38.79 4827  35.03 17.85 19.79 4999 | 23.98
O-LoRA 340M 6.44 1208 | 6147 4091 48.07  34.85 17.28 19.87  51.12 | 24.17
SEFE 340M 13.38  16.88 | 42.06  20.43 40.17  17.73 13.25 1820 3930 | 22.54
KORE (r=235) 340M 30.65 41.26 5241  40.98 48.68  38.54 16.58 1859 5175  37.09
KORE (r=256) 369M 31.05 4132 5248  39.96 4896  60.02  23.18 18.09  51.50  39.11

Obs 1: KORE enables accurate adaptation for effectively injecting new knowledge.

Obs 2: KORE enables powerful retention for effectively preserving old knowledge.

Obs 3: KORE achieves remarkable holistic performance by harmonizing the dual objectives of
knowledge injection.




Knowledge adaptation and retention's Detailed Results

Associati
Politics Politics Company fo::giz?:runb
: : . Paintin Association ; it
Investing Business Economy Business 9 football club Film Lawe‘):?(ry
Science Sport Entert- Tech Film Celebrity Paintin Ch.um.:h
P ainment e 1 9 building
Economy Travel Investing Health Liferiry Organization Television Company
wor series
Entertainment Health Science Sport Ti'::;:;on Written Organization Celebrity
Tech Travel Church building work Written work
(a) News subset CEM (b) News subset F1-Score (c) Entity subset CEM (d) Entity subset F1-Score
| Full-FT [ LoRA Replay [ Ewc [ wwF MoELoRA [ O-LorA serE [/ | KORE (ours) ]

Figure 5: Comparison between KORE and baseline methods on fine-grained knowledge types.

Obs 4: KORE demonstrates superior performance across a wide spectrum of
fine-grained knowledge.
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Knowledge adaptation and retention's Detailed Results

Table 2: Performance comparison between KORE and baseline methods on fine-grained knowledge
retention evaluations with LLaVA-v1.5 (7B). MM": MMBench; SEED®**: SEEDBench2_Plus; Math':
MathVista ; Math': MathVision; Hall®: HallusionBench. The score of MME is normalized.

Method | COM | OCR | M-DIS | INS | M-IDU | MAT | HAL | R
citno \Y

| MMET MM®1 | SEED**1 OCR'®1 | SQAT MMMUT | MIA*T | MMDU T | Math" ¥ Math't | POPET Hall® 1 | s
LLaVA-vl.5 (7B) | 66.63  64.60 |  38.78 5241 | 69.83 28.60 | 6633 | 2637 | 2550 1316 | 8687  21.76 | 46.74
Full-FT 3417 5292 31.44 11.65 67.13 24.20 25.25 13.03 24.70 11.94 74.22 9.27 | 31.66
LoRA 44.06  53.87 30.22 23.80 66.18 21.40 29.66 13.70 23.20 12.83 73.97 8.78 | 33.47
Replay 58.96  60.48 38.34 37.73 68.77 28.50 62.33 19.31 25.20 13.13 8544  17.90 | 43.00
EWC 48.57 5026 33.60 32.16 65.71 25.20 29.79 13.36 23.30 12.76 76.22 10.77 | 35.14
LwF 50.87  55.41 32.02 25.52 66.21 20.60 36.19 13.68 24.40 12.04 79.23 9.13 | 35.44
MoELoRA 5826  63.32 37.42 40.17 69.04 27.50 35.03 17.85 27.80 11.78 80.70 1929 | 40.51
O-LoRA 6030  62.63 37.90 43.91 68.84 27.30 34.85 17.28 28.20 11.55 81.46  20.78 | 41.25
SEFE 36.10  48.02 22.79 18.07 65.03 15.30 17.73 13.25 26.00 10.39 72.81 579 | 29.27
KORE (r=235) 4984 5498 37.73 44.24 68.06 29.30 38.54 16.58 25.10 12.09 80.99 2251 | 40.00
KORE (r=256) 50.06  54.90 36.89 43.03 68.51 29.40 60.02 23.18 2470 11.48 80.77  22.23 | 42.10

Obs 5: KORE achieves competitive knowledge retention.

é_‘ Machine Learning Lab , BIGAI



Knowledge adaptation and retention's Detailed Results

Table 3: Performance of knowledge adap-
tation (K.A) and retention (K.R) under spe-
cific knowledge-oriented constraints.

Method KAT|KRT | Avg T
KORE 35.96 | 38.22 | 37.09

KOREMmME 34.46 43.16 38.81
KORE, vos | 34.85 | 4221 | 38.53
KORE,_, . T 35.20 | 42.87 | 39.03

Accuracy
I
o

20

(8]
o
!

w
o
]

Comparison of KORE and Specific Knowledge-Oriented Constraint
+7.17

I Specific Knowledge-Oriented Constraint
3 KORE

+2.64

| | Il_ml =

OCRVQA MathVista HallusuonBench

Math ==t | I=2L Figure 6: Performance comparison of corresponding

KOREHa“B

3496 | 42.09 | 38.52 tasks under specific knowledge-oriented constraints.

performance.

Obs 6: Specific constraints enhance knowledge retention and overall

@ Machine Learning Lab , BIGAI



Various LMM scales and architectures

Table 4: Performance comparison between KORE and baseline methods on knowledge adaptation
and retention with various LMMs scales and architectures.

Methods EVOKE COMT OCRT M-DIST INST M-IDUT MATT HAL?T | Avgt
CEMT F17
LLaVA-v1.5 (13B)
Vanilla _ — | 6686 5112 5270 6604 3393 1964 5677 | —
LoRA 1626 2283 | 6057 3258 4372 2326 1743 1582 3808 | 2521

Replay 12.05 20.21 | 65.81 47.51 48.42 61.04 24.62 19.55 54.16 | 30.70
KORE 32.89 4447 | 5935 45.96 51.39 65.10 26.84 20.31 40.52 | 41.44

Owen2.5-VL (7B)
Vanilla — — 81.18 70.32 65.35 78.46 61.25 47.69 66.96 —

LoRA 14.56 14.01 52.54 64.54 22.35 21.39 23.25 13.52 41.38 | 24.21
Replay 11.73 1851 | 78.54 69.17 65.26 70.20 50.72 42.74 67.48 | 39.28

KORE 2291 31.36 | 56.60 67.74 65.48 70.51 45.02 43.72 58.57 | 42.68

Obs 7: KORE shows enhanced superiority on a larger-scale LMM.

Obs 8: KORE's effectiveness is not architecture-specific.
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Ablation experiments

—@— Replay (Params=340M) [ Rank=64 (Params=108M) [ Rank=128 (Params=195M) [ Rank=235 (Params=340M) [ Rank=256 (Params=369M)

60 -
9
‘ ’
't / N
Q
& P

0. L 1%

A S S ) . \W

Figure 7: Comparison of different ranks for KORE with LLaVA-v1.5 (7B).
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Obs 9: Larger rank enhance KORE's performance.




Ablation experiments

Table 5: Comparison of ablation experiment results of KORE on LLaVA-v1.5 (7B).

EVOKE
Setting COMT OCRT M-DIST INST M-IDUT MATT HALT  AvgT
CEMT F1t
KORE 30.65 41.26 52.41 40.98 48.68 38.54 16.58 18.59 51.75 | 37.09
W/o Augmentation 10.83 18.31 59.96 40.42 47.13 32.53 16.00 19.71 49.50 26.23
W/o Constraint 33.93 43.71 46.39 32.38 46.31 32.70 15.38 19.12 46.47 36.46
W/o Frozen Matrix A 31.97 41.72 50.73 39.56 48.37 35.30 16.44 19.07 49.91 36.95

Obs 10:

Ablation studies reveals the effectiveness of KORE's design.
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Comparison with general augmentation methods

Display

Results

Profound & Structured Augmentation

500)s” Dialogue-1

500y Dialogue-2

s Coherent
¢ Dialogues

)¢ Dialogue-11

Original Knowledge |
During a campaign rally in

Copton
VQA

Visual
Recognition

July 13, 2024, a gunman
attempted to assassinate
former President Donald
Trump......

Butler, Pennsylvania on ||

Knowledge- Aware:

Knowledge-Agnostic:

An assassination attempt During a campaign event in
was made against President Butler, Pennsylvania on July
Donald Trump during a 13, 2024, a assailant tried
campaign event in Butler, to  assassinate  former
Pennsylvania, on July 13, President Donald Trump....
2024 ..... [Rephrase] [Synonym Replacement]

Superficial & Discrete Augmentation
+-9€- - Without Connection

Knowledge Augmentation for Images
Knowledge- Aware: Knowledge - Agnostic:

%&

[Semantic-Preserving] [Rotation, etc]

Table 6: Performance comparison of different
augmentation methods.

Method KAT | KRT | Avg?
KORE-AUGMENTATION | 38.82 | 35.78 | 36.46
Augmentation for Text
Knowledge- Aware 20.29 | 34.86 | 27.38
Knowledge-Agnostic 15.60 | 35.71 | 25.49
Augmentation for Images
Knowledge-Aware 18.33 | 34.02 | 25.86
Knowledge-Agnostic 18.33 | 32.09 | 25.25

Obs 11: KORE-Augmentation is superior to general augmentation methods.




Loss curves

Training Loss Comparison
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Case study

Knowledge: The 2024 Nobel Prize in Physics has been awarded to John Hopfield and
Geoffrey Hinton for pioneering contributions to machine learning, fostering today’s Al
technologies. Hinton, at the University of Toronto, hailed as the 'godfather' of Al, expressed
concern over Al's rapid growth, prompting his departure from Google in 2023. Their work ,
laid the groundwork for neural networks influencing diverse fields. The award, announced in
Sweden, underscores Al's societal impact. Despite his concerns, Hinton sees Al's potential
benefits but fears its unchecked advancements.

Knowledge: The Bugatti Tourbillon is an upcoming, revealed mid-engine hybrid sports car
manufactured by French automobile manufacturer Bugatti. The Tourbillon succeeds the
Chiron and is limited to 250 units. It was unveiled in an online live stream on 20 June 2024.
It is priced at €3.8 million (US$4.1 million).\nThe vehicle is named after the tourbillon
mechanism, a balancing structure used in a variety of mechanical watches.

Question: What is the production limit of the automobile model in the
image?

Answer: 250 units

' JA LLaVA-v1.5-7B

Answer: John Hopfield User
M LLaVA-v1 5-7B

]
| ’ :
I
1 3
! R R . i R LoRA ﬂ Replay '
! LoRA Replay ' - - - :
: !| Answer: 20 Answer: 120 Answer: 150 :
!| Answer: Alain Aspect Answer:David Wineland| | Answer: John barrett i| CEM: 0.0, F1: 0.0 CEM: 0.0, F1: 0.0 CEM: 0.0, F1: 0.5 '
' CEM: 0.9, F1: 0.0 CEM: 0.0, F1l: 0.0 CEM: 0.0, F1: 0.5 : RN J \ ):
: | M Ewc B S MoELoRA .
I )
: R = E]_x-\ RMOELORA i Answer: 120 Answer: 12 Answer: 100 :
wer: wer: wer:
: ‘c‘:;"‘e;:g”":i“ :aéda"e Q’E‘;"e;’;’“'“aF"l“elec:"des é‘:;‘"e;’a"e;:" ziggs | cem: 0.0, F1: 0.0 CEM: 0.0, F1: 0.0 CEM: 0.0, F1: 0.0 :
! : 0. . 0. . 0. : 0. : 0. : 0. N\ J . J 1
\ E) 9 2 i
1 L 7 N 7 J I :
(B [ A o-Lora | % B sere | 74 B Kore .
1 I
| S 0-LorA 14 M sere M Kore . :
- : . . 3 1 . t
i Answer: Peter higgs Answer:David Wineland| | Answer: John Hopfield E ﬁ:;’f’e;'a40F1_ 0.0 ﬁ:;vfeg'gl'Ig?ﬁlethde ﬁ:;t’e;'ezsgr 0.67 :
1| CEM: 0.0, F1: 0.0 CEM: 0.0, F1l: 0.0 CEM: 1.0, F1: 1.0 AL Sl o i AR = derbindd GRas JAN SooR i )Y
T\ J U J \ J b
[

! ]
| | :
] ] N
] 1 N
1 i '
] i '
| : |

. . . $ ]
/| Answer: Alain Aspect Answer: Alain Aspect Answer: John Hopfield i| Answer: 400 Answer: 200 Answer: 250 units |
|| CEM: 0.0, F1: 0.0 CEM: 0.0, F1: 0.0 CEM: 1.0, F1: 1.0 j St @R, B 8.0 [ CEN: 9.8, F1: B0 SR8, kL 300 :
I\ \ . [} i
\
/e I, !
| 4% Qwen2.5-VL ' A7 Qwen2.5-VL E
| ! |
l : %7, KORE :
| ) 1
|| Answer: Kip Thorne Answer: Kip Thorne Answer: John Hopfield /| Answer: 150 units Answer: 99 Answer: 250 units :
{| CEM: 0.0, F1: 0.0 CEM: 0.0, F1: 0.0 CEM: 1.0, F1: 1.0 || CEM: 0.0, F1: 0.5 \CEM: 0.0, F1: 0.0 CEM: 1.0, F1: 1.0 :
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